
Adaptive stochastic approximation for discrete MDPs
• Contribution 1: Extend to MDPs by treating environment nature 

as an agent with its policy as the importance distribution

• stochastic approximation

Adaptive stochastic approximation for continuous MDPs
• Contribution 2: Integrate adaptive IS with function approximations
• value function approx.: GP or NN; batch gradient descent (GD)

• importance policy approx.: cMAF [Papamakarios, 2018]; GD
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Method ExperimentsMotivation

Rare events are important in safety-critical applications, such 
as medical treatments, marketing and finance, autonomous 
driving, and healthcare robotics. 

How to evaluate a policy in the presence of rare events? An accelerated and scalable policy evaluation method
suitable for Markov Decision Processes (MDPs) with 
large discrete or continuous state and action spaces.
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Existing Methods in estimating rare event-related probabilities 
in finite state-space Markov chains:
• cross-entropy methods [De Boer, 2001]
• adaptive Monte Carlo [Desai, 2001]
• adaptive importance sampling [Ahamed, 2006]
Limitations:
• Small discrete state and action spaces (limited scalability);
• Rely on discretization when continuous spaces (drops the 

environment or action structure information).

• In intersection-v0, ours is more stable than discretization.
• In intersection-v1, ours has smaller variance than MC.

indicating better performance with smaller rare prob.
• Ours samples more rare events closer to zero-variance dist..

Validation of Our MDP Evaluation Scheme

Performance of Function Approximation
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Rare but matter

Estimate expected costs till termination,
e.g., rare event probability.
the prob. of hitting rare termination set before hitting other termination sets.

Adaptive IS for discrete Markov chains [Ahamed, 2006]
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[gym-minigrid, 2018]

[highway-env, 2018]

env. agent
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GP as J function approximator; rare event defined as crash.

methods Intersection-v0 Intersection-v1
MC 0.06 0.001

ASA_discrete 0.12 (2 times) x
ASA (ours) 0.44 (7.5 times) 0.09 (90 times)

Sampled rare event probability

• Ours requires an order of magnitude fewer data than MC.
• Ours has a smaller variance than MC.
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• Iterative update rule:
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Check the paper for more info!
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